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Abstract
Approximating selected elements of the matrix inverse and more general matrix functions is a topic
of importance in several applications, e.g. in data analytics [3]. The challenge is to achieve the
approximation more efficiently than the obvious alternative, that is computing the matrix function
in full. Recent methods to this effect, e.g. [4], attempt to exploit structural characteristics such as
element decay away from the main diagonal. We present a method for achieving the approxima-
tion of blocks of the matrix inverse lying along the diagonal. Inspired by the probing techniques
proposed in [4] we generalize to the case of block diagonally dominant matrices and exploit the
resulting norm-decay of the blocks of the inverse [1][2]. We present numerical experiments that
illustrate the features and performance of our method and its application.
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